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1. Given P = (P (i, j), i, j = 1, 2, ...n is a non-negative matrix, suppose that for

some power k ≥ 1, P k{p(k)i,j } is such that P
(k)
i,i+1 > 0, i = 1, 2...n−1, and P

(k)
n,1 > 0.

Show that P is irreducible; and that it may be periodic (by example). [10]

2. Consider a machine which can be in two states, ’on’and ’off’. If the machine is
’on’ today, then the probability is α that it will be ’off’ tomorrow. Similarly, β,
is the probability of transition from ’off’ state to ’on’ state in one day. Denote
the ’on’and ’off’ states by 0 and 1 respectively. Denoting by Xn the state of
the machine on day n, (Xn)n≥0 is a Markov Chain with state space S = {0, 1}.
Find P (xn = 1/x0 = 0) and limn→∞ P (xn = 1/x0 = 0). [5]

3. Consider the Markov chain (homogeneous) {Xn}∞n=0 on state space S = {1, 2, 3, 4, 5, 6, 7}.

P =



0 1/2 0 0 0 0 1/2
1/3 0 0 0 0 1/3 1/3
0 1/2 0 1/2 0 0 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 1/2 0 0 0 0 1/2

1/3 1/3 0 0 0 1/3 0


.

Find all communicating classes, transient states and recurrent states. Find
lim
n→∞

P (Xn = i|Xo = 6)i = 1, 2, ...7. [15]

4. Give criteria for recurrence of a state in discrete state Markov chain. Find
all the recurrent and transient states in simple symmetric random walk on Zd,
where d ≥ 1. [10]
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